
August 28, 2019 

Stanley D. Ference, III, Esq. 
Ference & Associates LLC 
409 Broad Street 
Pittsburgh, PA 15143 

Re: Second Request for Reconsideration for Refusal to Register DRAFT 
PATENT APPLICATION ENTITLED DEFECT ANALYSIS USING 
CALIBRATED LENS; Correspondence ID: 1-300JDUL; SR 1-5227441611 

Dear Mr. Ference: 

The Review Board of the United States Copyright Office (“Board”) has considered 
Ference & Associates LLC’s (“Ference”) second request for reconsideration of the Registration 
Program’s refusal to register a text and two-dimensional artwork claim in the work titled DRAFT 
PATENT APPLICATION ENTITLED DEFECT ANALYSIS USING CALIBRATED LENS 
(“Work”).  After reviewing the application, deposit copy, and relevant correspondence, along 
with the arguments in the second request for reconsideration, the Board affirms the Registration 
Program’s denial of registration. 

The Work as initially submitted is a twenty-seven page patent application that is almost 
completely redacted.  The only viewable content is the header of each application section and 
short phrases on pages 20, 22, and 24; Ference redacted everything else in the deposit.  A 
reproduction of the Work is included as Appendix A.  Ference also requested “special relief 
pursuant to Section 1508.8(b) . . . because [the Work] is a patent application that has not been 
published.”  Application to U.S. Copyright Office (May 27, 2017).   

In a September 13, 2017, letter, a Copyright Office registration specialist refused to 
register a claim in the Work because “the work deposited does not meet regulatory deposit 
requirements.”  Letter from Examiner Ames, Registration Specialist, to Stanley Ference (Sept. 
13, 2017) (“Initial Refusal”).  In addition, the Office denied special relief because “the Office 
does not provide special regulatory [deposit] relief for literary works that are not computer 
programs.”  Id. 

Ference then requested that the Office reconsider its initial refusal to register the Work, 
and renewed its request for special relief.  Letter from Stanley D. Ference III, Esq. to U.S. 
Copyright Office (Dec. 13, 2017) (“First Request”).  The request also offered, in lieu of the 
initial deposit, a partially redacted version of the Work.  This alternative deposit is reproduced in 
Exhibit B.  After reviewing the Work in light of the points raised in the First Request, the Office 
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re-evaluated the application and again denied the request for special relief, stating “the Office 
must be able to view and examine the authorship in which copyright is being claimed.  The 
submitted copy [of the Work] in no way meets this requirement.”  Letter from Stephanie Mason, 
Attorney-Advisor, to Stanley D. Ference III (Apr. 27, 2018).  The Office also denied the 
alternative partially redacted deposit on grounds that “the alternative copy . . . redacts all but 
very slight sections of each page, revealing only mere portions of words and short phrases.”  Id. 

In a letter dated July 27, 2018, Ference requested that, pursuant to 37 C.F.R. § 202.5(c), 
the Office reconsider for a second time its refusal to register the Work.  Letter from Stanley D. 
Ference III to U.S. Copyright Office (July 27, 2018) (“Second Request”).  In that letter, Ference 
again renewed the request for special relief, asking that the Office accept either the entirely 
redacted or partially redacted copy of the Work.  The Second Request asserts that “the presence 
of confidential/trade secret material and the pending AIA publication constitute a compelling 
reason to grant the Special Relief sought by the applicant.”  Id. at 2.1 

The Review Board has considered Ference’s submissions but must deny the request for 
special relief from Office deposit requirements and also refuse to register the Work.  Neither of 
the proposed deposits provide the Office with sufficient information to make a registration 
decision regarding the literary or two-dimensional artwork claimed in the Work as neither 
deposit displays copyrightable subject matter.   

To register a Work with the Copyright Office, an applicant must submit a complete 
application, filing fee, and appropriate deposit.  17 U.S.C. § 408.  Applicants must provide a 
complete copy of unpublished works, meaning a copy that contains all of the copyrightable 
authorship claimed on the application.  Id. § 408(b)(1); 37 C.F.R. § 202.20(b)(2)(i).  
Nevertheless, the Office, based on its regulatory authority, may grant four types of special relief 
from the deposit requirements: (1) to permit a deposit of one copy or identifying material instead 
of two; (2) to permit incomplete copies or phonorecords, or copies of phonorecords other than 
those normally comprising the best edition; (3) to permit the deposit of actual copies rather than 
identifying material; and (4) to permit non-complying identifying material.  37 C.F.R. § 
202.20(d).   

Ference’s request for special relief asks the Office to accept a copy of the Work that is 
not just an “incomplete” copy but an entirely insubstantial copy to support a claim to copyright.  
Neither version offered by Ference reflects any of the copyrightable authorship claimed in the 
application.  In the initial deposit, the Office is only able to view section headers and three 
                                                 
1 In its Second Request for Reconsideration, Ference also asked that “review of its Second Request for 
Reconsideration be held in abeyance for a minimum of 6 months. At which time, if the subject of the application has 
been published, Applicant would deposit a complete copy with the Copyright Office for examination.”  Second 
Request at 1.  The Review Board sought to grant and clarify the request for extension of time, but did not receive a 
response to multiple communications.  The originally requested six months having passed on January 27, 2019, the 
Board considers the matter ripe. 
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phrases: “CLAIMS / What is claimed is: / 1. A method, comprising;” “11. A system, comprising;” 
and “A product, comprising.”  See generally, Appendix A.  In the alternate deposit, the Office 
can only view dissociated words and a few simple shapes.  See generally, Appendix B.  The 
viewable material does not consist of copyrightable subject matter.  Instead, it is merely 
composed of single words, short phrases, and a few simple shapes that are not subject to 
copyright protection.  37 C.F.R. § 202.1(a). 

In reaching its decision, the Review Board looks to the areas where the Office has 
formally considered redaction in its registration regulations for secure test and computer 
programs.  When registering these types of works the applicant must submit material sufficient 
for examination.  In the case of secure tests, the applicant must submit an unredacted copy to the 
Office for in-person examination in addition to the redacted copy that remains on file.  Id. § 
202.13(c).  For computer programs, the applicant is limited in when and how redaction can occur.  
Redaction is only appropriate when the computer program contains trade secrets, and then the 
redaction must be limited to only the trade secret portions.  Id. § 202.20(c)(2)(vii)(A)(2).  The 
Office can refuse registration if the computer program is overly redacted.  U.S. COPYRIGHT 
OFFICE, COMPENDIUM OF U.S. COPYRIGHT OFFICE PRACTICES § 1509.1(C)(4)(b) (3d ed. 2017). 

By contrast, the deposits offered by Ference do not reveal any copyrightable authorship. 
Without content to support a claim in the application, the Office is unable to conclude that “the 
material deposited constitutes copyrightable subject matter and that all other legal and formal 
requirements of this title have been met.”  17 U.S.C. § 410(a).  To allow a deposit of this nature 
would render the Office’s ability to examine the Work for copyrightable authorship impossible, 
something that is not supported by copyright law or Office regulations.2   

 

 

 

 

 

 

 

 

                                                 
2 Ference’s citation to Grundberg v. Upjohn Co., 137 F.R.D. 372 (D. Utah 1991), is unavailing because that decision 
invalidated a registration certificate for, among other things, masked samples of documents.   
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Because the proposed additional deposit does not provide sufficient material for review,  
the Board must reject the request for special relief.  The Board further finds that the deposit and 
requested replacement deposit lack copyrightable authorship.  Accordingly, the Review Board 
affirms the refusal to register the copyright claim in the Work.  Pursuant to 37 C.F.R. § 202.5(g), 
this decision constitutes final agency action in this matter.  

     
__________________________________________ 
U.S. Copyright Office Review Board 
Karyn A. Temple, Register of Copyrights   
 and Director, U.S. Copyright Office 
Regan A. Smith, General Counsel and  
 Associate Register of Copyrights 
Catherine Zaller Rowland, Associate Register of      
 Copyrights and Director, Public Information and    

 Education 
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DEFECT ANALYSIS USING CALIBRATED LENS 

BACKGROUND 

[0001] Pipes that carry water, other fluids, and gases are an important type of 

infrastructure. Pipes are often inspected as a matter of routine upkeep or in response to a 

noticed issue. Various systems and methods exist to gather pipe inspection data. For 

example, pipe infrastructure data may be obtained by using one or more cameras 

operatively coupled to a pipe inspection robot that is capable of traversing through a pipe. 

The one or more cameras are capable of capturing (e.g., in still images, video, etc.) 

visible defects located within a pipe, pipe connections, and the like. The image data may 

then be viewed by a user (e.g., live as the data is being captured, at a later time after the 

data has been captured, etc.) to determine the type, severity, and location of the defect, 

pipe connections, pipe features, and the like. 

BRIEF SUMMARY 

[0002] In summary, one aspect provides a method, comprising: receiving, at a display 

screen operatively coupled to an information handling device, image data associated with 

a pipe from a pipe inspection robot, wherein the pipe inspection robot comprises a 

calibrated lens; receiving, at the information handling device, user input associated with 

at least a portion of the image data; analyzing, using a processor, the at ed upon data 
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associated with the calibrated lens, at least one feature associated with the pipe; and 

providing, based on the analyzing, at the display screen, data associated with the at least 

one feature.  

[0003] Another aspect provides a system, comprising: a pipe inspection robot comprising 

a calibrated lens and at least one sensor that obtains image data associated with a pipe; an 

information handling device comprising a processor and a memory device that stores 

instructions executable by the processor to: receive, at a display screen operatively 

coupled to the information handling device, image data associated with a pipe inspection 

robot; receive user input associated with at least a portion of the image data; analyze the 

at least a portion of the image data, wherein the analyzing comprises identifying, based 

upon data associated with the calibrated lens, at least one feature associated with the pipe; 

and provide, based on the analyzing, at the display screen, data associated with the at 

least one feature.  

[0004] A further aspect provides a product, comprising: a storage device that 

stores code, the code being executable by a processor and comprising: code that receives 

image data associated with a pipe inspection robot, wherein the pipe inspection robot 

comprises a calibrated lens; code that receives user input associated with at least a portion 

of the image data; code that analyzes the at least a portion of the image data, wherein the 

analyzing comprises identifying, based upon data associated with the calibrated lens, at 
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least one feature associated with the pipe; and code that provides, based on the code that 

analyzes, at the display screen, data associated with the at least one feature. 

[0005] The foregoing is a summary and thus may contain simplifications, 

generalizations, and omissions of detail; consequently, those skilled in the art will 

appreciate that the summary is illustrative only and is not intended to be in any way 

limiting.  

[0006] For a better understanding of the embodiments, together with other and 

further features and advantages thereof, reference is made to the following description, 

taken in conjunction with the accompanying drawings. The scope of the invention will be 

pointed out in the appended claims. 

BRIEF DESCRIPTION OF THE SEVERAL VIEWS OF THE DRAWINGS 

[0007] FIG. 1 illustrates an example method of providing data associated with an 

identified feature in pipe image data. 

[0008] FIG. 2 illustrates an example computing device. 

DETAILED DESCRIPTION 

[0009] It will be readily understood that the components of the embodiments, as 

generally described and illustrated in the figures herein, may be arranged and designed in 

a wide variety of different configurations in addition to the described example 

867.020 Page 4 of 25 

embodiments. Thus, the following more detailed description of the example 

embodiments, as represented in the figures, is not intended to limit the scope of the 

claims, but is merely representative of those embodiments.  

[0010] Reference throughout this specification to “embodiment(s)” (or the like) 

means that a particular feature, structure, or characteristic described in connection with 

the embodiment is included in at least one embodiment. Thus, appearances of the phrases 

“according to embodiments” or “an embodiment” (or the like) in various places 

throughout this specification are not necessarily all referring to the same embodiment.  

[0011] Furthermore, the described features, structures, or characteristics may be 

combined in any suitable manner in one or more embodiments. In the following 

description, numerous specific details are provided to give a thorough understanding of 

example embodiments. One skilled in the relevant art will recognize, however, that 

aspects can be practiced without one or more of the specific details, or with other 

methods, components, materials, et cetera. In other instances, well-known structures, 

materials, or operations are not shown or described in detail to avoid obfuscation. 

[0012] Image data (e.g., still image data, video data, etc.) captured by one or more 

cameras attached to pipe inspection robots may be viewed by a user to identify potential 

defects (e.g., leaks, cracks, etc.), pipe connections, pipe features, and the like, located 

inside of a pipe. In addition to controlling the movement of the pipe inspection robot, 

Appendix A
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users are capable of remotely controlling the cameras (e.g., by utilizing pan and tilt 

functions, etc.) to look around and attain different visual perspectives of the pipe. The 

captured image data may be viewed on a display screen by a user located at a remote 

location.  

[0013]  Conventionally, when observing pipe inspection image data displayed on 

a screen, users may estimate the real-size of a potential defect or pipe features that the 

user may see. For example, on a display screen a crack in a pipe may appear over 1 inch 

of the display screen. However, since the display screen does not typically show the 

features at real-size, the user must estimate the actual size of the defect/feature. 

Accordingly, in this example, one user may estimate the real size of the crack as 5 inches 

long, while another user may estimate the real size of the crack as 4 inches long. In 

another example, users may estimate that an image of a tap displayed on the screen 

corresponds to a tap measuring 6 inches in diameter. Depending on the experience of the 

users viewing the image data, the estimation may be relatively accurate. Experienced 

users may have familiarity with particular pipes and their corresponding dimensions, 

common objects found in those pipes, common defects associated with the pipes, and the 

like. However, due to the abundance of different pipe types, pipe sizes, potential defects 

associated with those pipes, and the like, even experienced users may be unable to 
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provide accurate estimations regarding parameters of particular visualized defects and/or 

features.  

[0014] Accordingly, an embodiment may provide a computerized and consistent 

method for analyzing captured image data and providing additional information 

associated with at least one feature in the image data to a user. In an embodiment, image 

data (e.g., still image data, video data, etc.) associated with a pipe may be received at a 

display screen operatively coupled to a device. The image data may be obtained by a pipe 

inspection robot having a calibrated lens. The calibrated lens may be calibrated to 

accurately identify feature sizes and may allow for easy identification of the real 

dimensions of displayed pipe features. An embodiment may then receive user input (e.g., 

touch input, mouse input, etc.) on a portion of the image data and analyze the portion of 

the image to identify at least one feature (e.g., a defect, an object, etc.) associated with the 

pipe. Subsequent to identifying the feature, an embodiment may then provide data, using 

the characteristics of the calibrated lens, associated with the identified feature (e.g., 

dimensions of the feature, angle of the feature, identity of the feature, etc.). Such a 

method enables users to attain accurate sizing and other characteristic information 

associated with an identified feature in a pipe.  

[0015] The description now turns to the figures. The illustrated example 

embodiments will be best understood by reference to the figures. The following 
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description is intended only by way of example and simply illustrates certain selected 

example embodiments. 

[0016] Referring now to FIG. 1, an embodiment may provide methods for 

providing additional information for identifying features in displayed image data. At 101, 

an embodiment may receive pipe image data from a pipe inspection robot (“robot”) 

having a calibrated lens. In an embodiment, the robot may have a predefined shape and 

size capable of entering and maneuvering through pipes and may be controlled (e.g., 

remotely on an electronic device such as a computer, tablet, etc.) by an operator. The 

robot may be equipped with a variety of sensors (e.g., cameras, radar devices, sonar 

devices, infrared devices, laser devices, etc.) for sensing environmental conditions within 

the pipe as well as for gathering pipe infrastructure data. Examples of pipe inspection 

robot architecture and design may be found in commonly assigned U.S. Patent No. 

8,525,124, the contents of which are incorporated by reference herein. Further details 

regarding pipe inspection robots are largely omitted to focus on aspects of the calibrated 

lens and a system and method for using a calibrated lens to accurately identify features 

and dimensions associated with features of a pipe.  

[0017] Embodiments of the application provide that certain calibration methods 

may be used to calibrate a lens according to the dimensions and/or characteristics of 

different pipes. A non-limiting illustration of a calibration technique representative of 
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embodiments of the application involve a user covering a wall in graphical paper to 

determine characteristics and aberrations of a lens. Using a light source or other source 

behind the lens causes a projection of the lens onto the graphical paper, or other 

projection area. Using the projection, a person can make notes and marks of any defects 

in the lens and associate this information with the lens, for example, by saving it into an 

accessible database, assigning it to a particular robot, and the like. Additionally, the 

projection allows a person to make notes regarding the projection distance, depth, and 

details of how the lens projects different objects. During the calibration process, other 

information may be obtained or necessary for completing the calibration. For example, to 

accurately calibrate the lens, the distance between the lens and the projection area, the 

distance between the light source and the lens, the size of the projection, and the like, 

may be required. 

[0018] In an embodiment, the extent of calibration may be associated with the 

quality of the lens type. Lower quality lenses may have more defects (e.g., blemishes, 

inclusions, other aberrations, etc.) than higher quality lenses. Additionally, in a lens set 

(e.g., a set of ten lenses, etc.), each of the lenses in the set may have different defects 

based on the quality of the lenses in the set. Accordingly, lens calibration may be 

required for each lens in the set. For example, in a set of ten low quality lenses, each of 

the ten lenses may need to be calibrated because each lens likely has defects particular to 
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that lens. Alternatively, in a set of ten high quality lenses, only one of the ten lenses may 

need to be calibrated and then that calibration data may be applied to the other nine lenses 

because the lenses in the high quality set likely all have substantially the same 

characteristics.  

[0019] In an embodiment, image data may be gathered using one or more 

cameras operatively coupled to the robot. In an embodiment, where more than one 

camera is coupled to the robot, each of the cameras may contain a calibrated lens 

associated with pipe characteristics. Alternatively, in another embodiment, only one of 

the plurality of cameras may contain a calibrated lens. In an embodiment, the image data 

may be still-image data, video image data, and the like, and may be associated with the 

inner characteristics and contents of a pipe (e.g., pipe walls, taps, valves, physical content 

flowing through the pipe, pipe defects, other content, etc.). In an embodiment, the image 

data may be displayed to a user at an information handling device (e.g., laptop computer, 

desktop computer, tablet, smart phone, etc.) that may be in a remote location with respect 

to the robot (e.g., an office, a laboratory, another location, etc.). 

[0020] In an embodiment, the image data may be recorded and transmitted to the 

information handling device via a wireless connection. The transmission may occur in 

real time (e.g., immediately or substantially immediately, etc.) or in delayed time (e.g., if 

a wireless connection is unable to be established while the robot is in the pipe, etc.). In 
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another embodiment, the image data may be recorded and stored locally on the device 

(e.g., local storage, removable storage, etc.) and accessed and played back at a later time 

(e.g., when a user has physical access to the robot, etc.). In another embodiment, the 

image data may be recorded and stored remotely (e.g., the cloud, another device, network 

storage, website, etc.) and then accessed from that remote location.  

[0021] At 102, an embodiment may receive user input associated with at least a 

portion of the image data. In an embodiment, the image data displayed to a user may be 

interactive image data. For example, a user may interact with the image by providing user 

inputs. In an embodiment, user input may be provided using touch input, stylus input, 

mouse input, and the like. In an embodiment, the user input may comprise a selecting 

action. The selection action may be at least one of a plurality of actions including 

highlighting, circling, tracing, underlining, other selection actions, and the like. An 

embodiment may provide a visual indication (e.g., a colored line, a notification box, a 

highlighted portion, etc.) on the display corresponding to the selection action. For 

example, a user interested in an object located on the top right portion of the display 

screen may draw a circle (e.g., using touch input, etc.) around that object. In another 

example, a user interested in a displayed crack may trace (e.g., using stylus input, etc.) 

the length of the crack. In yet a further example, a user interested in a displayed crack 
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may select the crack (e.g., using touch input, etc.) and then may subsequently be 

presented with a notification box with information regarded the crack.  

[0022] At 103, an embodiment may analyze the portion of the image data. In an 

embodiment, the analysis may be conducted in order to identify the presence of at least 

one feature. In an embodiment, the at least one feature may be any feature associated 

with a pipe (e.g., cracks in the pipe walls, intersecting taps, valves, physical objects, other 

features, etc.). The analysis may include determining parameters or information 

associated with the selected feature. For example, the system may use the calibrated lens 

information to determine information regarding the selected features. The analysis may 

include using both information associated with the calibrated lens, for example, the 

defects of the lens, dimensions of the lens, and/or other information captured during 

calibration of the lens, and information associated with the pipe and/or robot. For 

example, the system may use the size of the pipe to correlate the information received by 

the camera to the pipe dimensions to provide a more accurate analysis. Accordingly, the 

system may include information and parameters related to the particular pipe being 

inspected and/or the robot completing the inspection. 

[0023] The analysis may include accessing the calibrated lens information and 

obtaining the pipe parameter information. Obtaining pipe parameter information may be 

completed using different techniques. One technique may include a user providing input 
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identifying the pipe parameter information. For example, the user may provide to the 

software information on the size of the pipe, location of the pipe, location of the robot 

within the pipe, and the like. Another technique may include the robot providing pipe 

information. For example, the robot may be designed for a particular size pipe. 

Accordingly, the robot may provide the pipe information to the system. The pipe 

parameter information may also be provided using different information. For example, 

based upon the location of the pipe inspection robot, the system may compare the 

geographic information to pipe maps or other known pipe information to determine 

information about the pipe or other pipe parameters. 

[0024] If at least one feature in the image data cannot be identified at 104, an 

embodiment may, at 105, do nothing. However, if at least one feature in the image data 

can be identified at 104, an embodiment may provide data associated with the feature at 

106. Embodiments of the application may utilize the calibrated lens, for example, in 

conjunction with the pipe information, to provide data (e.g., sizing data, identity data, 

other data, etc.) for identified features displayed on the screen. Such a method may 

enable users to obtain more accurate information regarding features they see on a display. 

For example, a 4 inch crack in an 8 inch pipe and an 8 inch crack in a 16 inch pipe may 

look the same on a display screen. By gathering pipe image data of the 8 inch pipe using 

a lens calibrated to the dimensional aspects of the 8 inch pipe, an embodiment may be 



 

867.020 Page 13 of 25   

able to determine that the displayed crack is 4 inches, not 8 inches, despite the fact that 

the 4 inch crack and the 8 inch crack occupy the same amount of pixels on the display.  

[0025] In an embodiment, the data associated with the feature may comprise size 

data associated with the feature (e.g., length data, width data, height data, other size data, 

etc.). For example, a user may circle a portion of a displayed image comprising a feature 

such as a crack. An embodiment may then analyze the feature, using the calibrated lens 

data for the corresponding pipe, to determine sizing information for the crack. An 

embodiment may then provide the sizing information to a user. In an embodiment, the 

sizing information may be presented to a user as output (e.g., textual output, audible 

output, etc.). For example, an embodiment provides the sizing information “This crack is 

8 inches long and ½ inch thick,” to a user in a text box co-located somewhere on the 

displayed image, in a text box co-located on the displayed image near the crack, as text 

information in another location, audibly, and the like.  

[0026] In another embodiment, the data associated with the feature may comprise 

identity data. An embodiment may analyze a selected portion of the display for a feature 

and then provide, based on identified characteristics of the feature (e.g., identified size, 

diameter, etc.) a best-guess as to what the feature is. For example, a user may circle a 

portion of a displayed image comprising an unknown feature. An embodiment may 

analyze the image portion to identify characteristics associated with the feature and 
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compare these identified characteristics against stored characteristics associated with 

known objects (e.g., stored in a database, stored in a lookup table, accessible online, etc.) 

and/or characteristics associated with objects known to exist in the corresponding pipe. 

An embodiment may then, based on the comparison, provide a best-guess as to the 

identity of the feature. In an embodiment, the best-guess may be presented to a user as 

output (e.g., textual output, audible output, etc.). For example, an embodiment may 

provide the following best-guess identity information, “This feature is likely a tap”, to a 

user using aforementioned output methods.  

[0027] In an embodiment, size data may be provided in conjunction with the 

identity data. For example, an embodiment may provide (e.g., using the aforementioned 

output methods) the following information to a user: “This feature is likely a tap and it 

measure 8 inches in diameter”. An embodiment may identify all detected features in a 

displayed image and provide data for all of the features. For example, an embodiment 

may display an image associated with a pipe and then provide (e.g., automatically, 

responsive to receiving a user indication, etc.) identity and/or sizing information for each 

feature identified in the displayed image.  

[0028] In an embodiment, data associated with a feature may be provided in real 

time as the image data is being received. For example, an embodiment may be receiving 

(e.g., wirelessly, etc.) pipe image data through a live feed. The live feed may be 
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constantly analyzed (e.g., every second, every 5 seconds, at another predetermined 

interval, etc.) to identify any features captured in the pipe image data. Subsequent to 

identifying a feature, an embodiment may provide (e.g., using the aforementioned output 

methods) data regarding that feature to a user.  

[0029] The various embodiments described herein thus represent a technical 

improvement to identifying and providing additional information associated with objects 

and/or features displayed in pipe image data. Using the techniques described herein, an 

embodiment may use a pipe inspection robot to gather pipe image data through a 

calibrated lens that is calibrated based on the dimensional aspects of a particular pipe. An 

embodiment may then analyze a portion of the pipe image data in order to identify a 

feature of the pipe and then provide data associated with that feature. Such techniques 

provide a more accurate way of determining the identify and sizing characteristics of 

various features in a pipe.  

[0030] It will be readily understood that certain embodiments can be implemented 

using any of a wide variety of devices or combinations of devices. Referring to FIG. 2, an 

example device that may be used in implementing one or more embodiments includes a 

computing device (computer) 210, for example included in a mobile inspection robot 

and/or a VR system component.  
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[0031] The computer 210 may execute program instructions configured to store 

an analyze pipe data and perform other functionality of the embodiments, as described 

herein. Components of computer 210 may include, but are not limited to, a processing 

unit 220, a system memory 230, and a system bus 222 that couples various system 

components including the system memory 230 to the processing unit 220. The computer 

210 may include or have access to a variety of computer readable media. The system 

memory 230 may include computer readable storage media in the form of volatile and/or 

nonvolatile memory devices such as read only memory (ROM) and/or random access 

memory (RAM). By way of example, and not limitation, system memory 230 may also 

include an operating system, application programs, other program modules, and program 

data.  

[0032] A user can interface with (for example, enter commands and information) 

the computer 210 through input devices. A monitor or other type of device can also be 

connected to the system bus 222 via an interface, such as an output interface 250. In 

addition to a monitor, computers may also include other peripheral output devices. The 

computer 210 may operate in a networked or distributed environment using logical 

connections to one or more other remote computers or databases. The logical connections 

may include a network, such local area network (LAN) or a wide area network (WAN), 

but may also include other networks/buses.  
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[0033] It should be noted that the various functions described herein may be 

implemented using instructions stored on a device readable storage medium such as a 

non-signal storage device that are executed by a processor. A storage device may be, for 

example, an electronic, magnetic, optical, electromagnetic, infrared, or semiconductor 

system, apparatus, or device, or any suitable combination of the foregoing. More specific 

examples of a storage medium would include the following: a portable computer diskette, 

a hard disk, a random access memory (RAM), a read-only memory (ROM), an erasable 

programmable read-only memory (EPROM or Flash memory), an optical fiber, a portable 

compact disc read-only memory (CD-ROM), an optical storage device, a magnetic 

storage device, or any suitable combination of the foregoing. In the context of this 

document, a storage device is not a signal and “non-transitory” includes all media except 

signal media.  

[0034] Program code embodied on a storage medium may be transmitted using 

any appropriate medium, including but not limited to wireless, wireline, optical fiber 

cable, RF, et cetera, or any suitable combination of the foregoing.  

[0035] Program code for carrying out operations may be written in any 

combination of one or more programming languages. The program code may execute 

entirely on a single device, partly on a single device, as a stand-alone software package, 

partly on single device and partly on another device, or entirely on the other device. In 

 

867.020 Page 18 of 25   

some cases, the devices may be connected through any type of connection or network, 

including a local area network (LAN) or a wide area network (WAN), or the connection 

may be made through other devices (for example, through the Internet using an Internet 

Service Provider), through wireless connections, e.g., near-field communication, or 

through a hard wire connection, such as over a USB connection.  

[0036] Example embodiments are described herein with reference to the figures, 

which illustrate example methods, devices and program products according to various 

example embodiments. It will be understood that the actions and functionality may be 

implemented at least in part by program instructions. These program instructions may be 

provided to a processor of a device to produce a special purpose machine, such that the 

instructions, which execute via a processor of the device implement the functions/acts 

specified. 

[0037] It is worth noting that while specific blocks are used in the figures, and a 

particular ordering of blocks has been illustrated, these are non-limiting examples. In 

certain contexts, two or more blocks may be combined, a block may be split into two or 

more blocks, or certain blocks may be re-ordered or re-organized as appropriate, as the 

explicit illustrated examples are used only for descriptive purposes and are not to be 

construed as limiting.  
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[0038] As used herein, the singular “a” and “an” may be construed as including 

the plural “one or more” unless clearly indicated otherwise. 

[0039] This disclosure has been presented for purposes of illustration and 

description but is not intended to be exhaustive or limiting. Many modifications and 

variations will be apparent to those of ordinary skill in the art. The example embodiments 

were chosen and described in order to explain principles and practical application, and to 

enable others of ordinary skill in the art to understand the disclosure for various 

embodiments with various modifications as are suited to the particular use contemplated. 

[0040] Thus, although illustrative example embodiments have been described 

herein with reference to the accompanying figures, it is to be understood that this 

description is not limiting and that various other changes and modifications may be 

affected therein by one skilled in the art without departing from the scope or spirit of the 

disclosure.
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CLAIMS 

What is claimed is: 

1. A method, comprising: 

receiving, at a display screen operatively coupled to an information handling 

device, image data associated with a pipe from a pipe inspection robot, wherein the pipe 

inspection robot comprises a calibrated lens;  

receiving, at the information handling device, user input associated with at least a 

portion of the image data;  

analyzing, using a processor, the at least a portion of the image data, wherein the 

analyzing comprises identifying, based upon data associated with the calibrated lens, at 

least one feature associated with the pipe; and 

providing, based on the analyzing, at the display screen, data associated with the 

at least one feature.  

2. The method of claim 1, wherein the image data comprises video image data. 

3. The method of claim 1, wherein the calibrated lens is calibrated based upon at 

least one of the pipe inspection robot and a known pipe size.  

4. The method of claim 1, further comprising automatically identifying the at least 

one feature.  
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5.  The method of claim 4, wherein the identifying comprises highlighting the at 

least one feature.  

6. The method of claim 1, wherein the at least a portion of the image data 

comprises the at least one feature.  

7. The method of claim 1, wherein the user input comprises a user input type and 

wherein the user input type is selected from the group consisting of at least one of a 

selection input, a trace input, and a highlight input.  

8. The method of claim 7, wherein the providing comprises providing data 

responsive to the user input type. 

9. The method of claim 1, wherein the data associated with the at least one feature 

comprises real-size data.  

10. The method of claim 1, wherein the providing comprises providing the data 

associated with the at least one feature substantially in real time.  
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11. A system, comprising: 

a pipe inspection robot comprising a calibrated lens and at least one sensor that 

obtains image data associated with a pipe;  

an information handling device comprising a processor and a memory device that 

stores instructions executable by the processor to: 

receive, at a display screen operatively coupled to the information handling 

device, image data associated with a pipe inspection robot; 

receive user input associated with at least a portion of the image data;  

analyze the at least a portion of the image data, wherein the analyzing comprises 

identifying, based upon data associated with the calibrated lens, at least one feature 

associated with the pipe; and 

provide, based on the analyzing, at the display screen, data associated with the at 

least one feature.  

12. The system of claim 11, wherein the image data comprises video image data.  

13. The system of claim 11, wherein the calibrated lens is calibrated based upon at 

least one of the pipe inspection robot and a known pipe size.  

14. The system of claim 11, wherein the instructions are further executable by the 

processor to automatically identify the at least one feature.  
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15. The system of claim 14, wherein the instructions executable by the processor 

to highlight the at least one feature.  

16. The system of claim 11, wherein the at least a portion of the image data 

comprises the at least one feature.  

17. The system of claim 11, wherein the user input comprises a user input type 

and wherein the user input type is selected from the group consisting of at least one of a 

selection input, a trace input, and a highlight input.  

18. The system of claim 17, wherein the instructions executable by the processor 

to provide comprise instructions executable by the processor to provide data responsive 

to the user input type.  

19. The system of claim 11, wherein the data associated with the at least one 

feature comprises real-size data.  
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20. A product, comprising: 

a storage device that stores code, the code being executable by a processor and 

comprising:  

code that receives image data associated with a pipe inspection robot, wherein the 

pipe inspection robot comprises a calibrated lens;  

code that receives user input associated with at least a portion of the image data;  

code that analyzes the at least a portion of the image data, wherein the analyzing 

comprises identifying, based upon data associated with the calibrated lens, at least one 

feature associated with the pipe; and 

code that provides, based on the code that analyzes, at the display screen, data 

associated with the at least one feature.  
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ABSTRACT OF THE DISCLOSURE 

One aspect provides a method, including: receiving, at a display screen 

operatively coupled to an information handling device, image data associated with a pipe 

from a pipe inspection robot, wherein the pipe inspection robot comprises a calibrated 

lens; receiving, at the information handling device, user input associated with at least a 

portion of the image data; analyzing, using a processor, the at least a portion of the image 

data, wherein the analyzing comprises identifying, based upon data associated with the 

calibrated lens, at least one feature associated with the pipe; and providing, based on the 

analyzing, at the display screen, data associated with the at least one feature. Other 

aspects are described and claimed.  
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